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Abstract. Nowadays, machine learning techniques based on deep neural networks
are everywhere, from image classification and recognition or language translation
to autonomous driving or stock market prediction. One of the most prominent fields
of application is medicine, where Al techniques promote and promise the person-
alized medicine. In this work, we entered in this field to study the prostate cancer
prediction from images digitalized from hematoxylin and eosin stained biopsies.
We chose this illness since prostate cancer is a very common type of cancer and
the second cause of death in men. We did this work in collaboration with Hospital
Reina Sofia of Murcia. As newcomers, we faced a lot of problems to start with,
and questioned ourselves about many issues. This paper shows our experiences in
developing and training two convolutional neural networks from scratch, exposing
the importance of both the preprocessing steps (cropping raw images to tiles, label-
ing, and filtering), and the postprocessing steps (i.e., to obtain results understand-
able for doctors). Therefore, the paper describes lessons learned in building CNN
models for prostate cancer detection from biopsy slides.
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1. Introduction

Deep learning has become more and more ubiquitous in everybody’s day life. Specif-
ically, deep neural networks have been incorporated into numerous fields, such as im-
age classification, language processing, economics, video games, and medicine. In some
tasks, this new technology is being able to outperform human performance.

Progress in hardware technologies and cost reduction have caused new approaches
in deep neural networks, outperforming older machine learning techniques. Nowadays it
is possible to afford more and more complex problems, then it is important to have some
practice and experience on it.

One of the most prominent fields of application of deep learning techniques is in
medicine. Initially, applications of deep learning in medicine were limited to radiology
images [1], but later (since end of 2016) it began to apply for other kinds of images [2-5].

Medical image analysis has started to implement deep learning for screening and
localization of malignant zones. Additionally, other medical areas are working with these
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kind of techniques as well, like the analysis of the genetic information inside DNA and
RNA series [6]. The common objective is not replace physicians with deep learning
techniques, but supporting them to make better diagnoses.

Although our research group is focused on High-Performance Computing (HPC)
and its applications, some years ago we got attracted by using our knowledge on HPC
techniques to improve the precision and execution time of deep learning workloads from
areal medical case. Then, we joined Prof. Enrique Poblet-Martinez and his research team
from the Hospital Reina Soffa of Murcia to work in the field of “Detection of Prostate
Cancer by biopsy slides”. The final objective of our new research line is to create a model
able to recognize tumorous zones in biopsy slides as a preliminary screening, hence
allowing doctors to focus on the tumorous cases.

This paper presents our first experiences in this field, showing the way we took to
learn about Deep Neural Networks (DNNs) tackling a real problem from the medicine
field. We started by choosing the MXNet framework as our platform where our codes
have been run. The first lesson we learned was the major role that the preprocessing steps
play to observe a good behaviour of the CNN network . Next, we realized about modify-
ing the hyper-parameters of the network to tune its behaviour and further improve its “ac-
cuary”. Finally, we discovered the importance of the postprocessing steps to present the
neural network’s output in a format understandable by pathologists. In this first attempt,
we achieved an AUC satistic metric of 82% in discriminating healthy from cancerous
images using Inception V3.

The rest of the paper is organized as follows: Section II introduces the main concepts
managed throughout this paper, related to deep learning frameworks, accelerators, and
prostate cancer. Section III reports the machine and configuration used. The methodology
is described in Section IV. Section V contains the obtained experimental results. Finally,
Section VI exposes our conclusions and give some hint for future work.

2. Background
2.1. Machine Learning & Deep Learning

Theoretical and mathematical models of the artificial intelligence techniques were de-
veloped in the twentieth century. One of these models are ANNSs (Artificial Neural Net-
works), a type of brain-inspired learning algorithm, built from small units called neurons.
The most classical one, MLP (MultiLayer Perceptron) network, With enough layers, and
enough perceptrons per layer, is able to represent any mathematical function [7]. How-
ever, when the amount of data grows, networks built exclusively from perceptrons can be
very inefficient. Therefore, new types of neural networks should be made, being CNNs
(Convolutional Neural Networks) the most known ones. The most distinguished layers
in these networks are convolution and pooling, taking input data structured as channels
of two dimensions.

Once the network is defined, with more or fewer layers, there are two different
phases: inference, and training. In the inference phase, a set of inputs are presented to the
network, and a set of outputs are given by the network, like any mathematical function.
But training phase is more complicated, using an algorithm, it starts to teach the network
to do something useful.
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Before starting training, a initialization step is needed to set the different parameters
of the network. This step might appear trivial or optional, but a bad starting point may
make the network never be able to learn. Also, it is possible to bring this data from
another neural network model, called Transfer Learning [8].

SGD (Stochastic Gradient Descendent) is the most known training algorithm for
neural networks, but it is not the only one, there others like Adam [9] and DCASGD [10]
among others. SGD is a variant of GD (Gradient Descendent) but used with batches. A
batch is a group of input data of fixed size.

Then, the iteration process is as follow: First the Feed-Forward step, where data
is presented to the network in batches, storing the result for later use. Then, the Back-
Propagation step that compares all the results from the previous step with ground truth,
and propagates backward on the network to calculate the gradient estimate. Finally, with
the gradient estimation, all weights and biases are updated in the Update step.

There are some metrics to observe the precision of the neural network, being the
most common accuracy, mse, macc, and cross-entropy. In classification, the most used is
accuracy, giving the percentage of correctly predicted cases over the total. In classifica-
tion, AUC statistic metric has started to be used in neural networks for medicine. AUC
is the Area Under the Curve, to be specific, under the ROC curve. A ROC curve is a Re-
ceiver Operating Characteristic Curve [11], and it is commonly used to know how good
is a binary classifier.

2.2. Frameworks & HPC

Machine learning techniques could be difficult to code and debug, therefore many frame-
works have been developed to ease its use. Most of them are open source with software
for most of the types of neural networks. The most known ones are Caffe, Caffe2, Ten-
sorflow, Theano, PyTorch, Mxnet, and CNTK among others [12]. And there are frame-
works like Keras, providing a more high-level experience, running on top of some of the
aforementioned frameworks.

Specifically, the training phase is very time-consuming, since it is evaluating an op-
timization problem with hundreds, thousands, or even millions of parameters. Therefore,
the reduction of the training phase execution time is a desirable feature for all frame-
works. Thanks to this shorter training time, scientists using theses frameworks can ex-
plore a wide solution space, and even develop more complex networks.

The rise of High-Performance Computing (HPC) applied not only to grand challenge
problems but also to common problems has revolutionized the machine learning field.
All major vendors offer products which can be used for deep learning, as GPUs from
Nvidia and AMD or scalable Xeons from Intel. Also, proprietary designs have emerged
using ASICs, FPGAs or systolic arrays. Maybe the most well known is the development
of the TPUs from Google [13].

2.3. Prostate Cancer

Prostate cancer is the most common cancer and the second leading cause of death in
men [14]. Nowadays, pathologists have a large number of slides to diagnose, making
diagnosis very long. Reduce this diagnosis time would help to focus on the needed cases.

Prostate biopsies are hematoxylin and eosin stained (H&E) and normally stored in-
side a crystal. These biopsies need to be transformed to digital images to be used by
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Figure 1. a: Custom Neural Network inspired on LeNet. b: Inception V3
https://cloud.google.com/tpu/docs/inception-v3-advanced.

deep learning techniques. To do that, there are systems able to scan biopsies into a high-
resolution image, called WSI (whole slide images). These WSI allow the application of
image analysis techniques to prostate biopsies.

Using these WSISs, there are some approaches developing deep learning models to
detect prostate cancer in biopsy slides [15—17]. Some of them try to find the tumorous
zones and classify them using the Gleason’s pattern.

3. Our Experience
3.1. Settings

In this study, we have used the MXNet 1.3.0 framework running with Cuda 9.2, and
cuDNN 7.4.1. Statistical data was obtained with scikit-learn 0.20.2. Our compute ma-
chine is running CentOS Linux 7.5.1804 with Linux 3.10.0-862.14.4, powered by two In-
tel(R) Xeon(R) CPU E5-2603 v3 @ 1.60GHz with 64 GiB RAM memory, and a Geforce
GTX 1080 8GB GDDRS5X. For storage, we have a 500GB Samsung SSD 850. Finally,
the scanner used to digitalize biopsies was iScan Coreo Ventana, able to produce BIF,
TIFF and JPEG2000 image formats, from 1x to 40x magnification.

Two neural networks architectures have been used. The first one is a basic CNN
(Figure 1) based on LeNet [18] and previously used in a medical environment [2, 19].
The second one is Inception v3, a very common network used for image classification
(Figure 1). To clarify these figures, next we detail the different layers from the LeNet-
based network. At the beginning is the input image (3 channels of 128x128 pixels); then
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Figure 2. An example of a biopsy. a: a crystal with 3 slabs of a biopsy. b: scanned biopsy with all slabs. c: a
slab extracted from the scanned image. d: a labeled slab of a biopsy, green zones denote tumors.

a convolution of 16 filters with a kernel size of 3x3; its size is reduced by a 2x2 max
pooling layer; then, another convolution is applied, but with a kernel size of 5x5 and 4
filters, followed again with another 2x2 max pooling; in the end, we have an MLP with
sizes 500, 30, and 2, each one with sigmoid activation; and a SoftMax layer at the end.

3.2. Preprocessing Database

As mentioned before, WSI images have a high resolution scanned image. Our selected
framework, MXNet, cannot use this multiple format. Then, we chose the TIFF format to
convert it later to JPG. These TIFFs have multiple layers, the first one is an image of the
biopsy (Figure 2), the next one is a thumbnail, and the consecutive ones are 20x, 10x, 5x,
2.5x, 1.25x, 0.625x, 0.3125x, 0.15625x%, 0.078125x magnifications.

The start point was to set a magnification value for the images. Pathologists usually
select 20x magnification to find tumors, therefore we extract this specific image from the
multilayer TIFF image (Figure 2), resulting in a size of 200 ~ 500 megapixels. Also, as
all slabs from the biopsy are very similar, doctors decided which one will be used .

Next, we ask pathologists for labeling tumorous zones in the biopsy slide, distin-
guishing affected biopsies from healthy ones, and locating the affected areas (like Figure
2).

However, even using only one slab from the biopsy, the image is too big to be used
as such. To cope with this problem, we followed the approach of cropping the image in
many rectangular tiles, treating the image as many tiles on a wall. We did this inspired
on previous works in the medicine field [3]. Making this, we could process each tile in-
dependently from others, solving the size problem. As a downside, we missed some rele-
vant information such as the relative position of the file in the image and the surrounding
area.

The slide’s background had much noise. Our first approach was to try to relax the
white’s definition. Then, we considered that every pixel with each RGB component above
value 215 is white, instead of 255. After that, it was necessary to define how many white
pixels should have the tile to be marked as white. We studied our database to find a good
percentage (Figure 3). We selected 3 values (95%, 50%, and 20%), and test if there was
any difference. As it can be seen in the Figure 3, 95% was the best value.
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Figure 3. Number of tiles left. a: amount of no cancer tiles in our database after removing tiles with x% of
white pixels. b: amount of cancer tiles in our database after removing tiles with x% of white pixels.

The next question we faced was the following: How should be the proportion of
cancerous tiles against healthy tiles? To answer this, we prepared 3 datasets with different
proportions: 30% cancer - 70% no cancer, 50% cancer - 50% no cancer, and 70% cancer
- 30% no cancer. We found that, in our case, giving enough epochs, all datasets got
approximately the same precision. Another problem when 50% - 50% is not used is
the class imbalance which can force the network to favour classes most common in the
database, sometimes to the limit of outputting always that class.

As images are between 0 and 255 in all of their components, we finished the pre-
processing step adding a normalization stage, with the objective of mapping all values
between 0 and 1. In this case, this stage divides all the components by 255.

When working with small datasets, a common practice is data augmentation. There
are a lot of data augmentation techniques, from rotating and flipping to brightness and
contrast changes. We started using random rotations and flips, achieving a noticeable
improvement in the accuracy of the network.

3.3. Neural Network

As mentioned, on other studies, there are plenty of different neural networks, such as
ResNet [20], Inception, Alexnet, VCG, LeNet, etc. In this case, we decided to test two
networks (Figure 1). The first one is a small convolution neural network inspired in
LeNet. And the second one is Inception V3, very used in medical image analysis. Ini-
tially, we thought that the smaller network would be faster and more accurate because it
could specialize more than larger one.

Transfer learning is very popular today, especially when the amount of available data
is very low. This technique allows to use a good starting point and requiring less epoch
to learn the problem. However, in this work, we wanted to start from the beginning. As
we do not used it, all weights were randomly initialized.

3.4. Postprocessing

From the last layer of the network (SoftMax), we got two probabilities, the first one was
the probability of being a healthy tile, and the second was the probability of being a
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Figure 4. Training accuracy per epoch. a: LeNet based network with 100 epochs. b: Inception V3 network
with 15 epochs.

tumorous tile. Then, we took a threshold to determine when an image is cancerous and
when it was not, in this case we used 50% as the threshold. Later, we started to use alpha
blending to get a heatmap.

Then, the output gives the probability for each tile of being healthy or not. How-
ever, this is not enough. In the clinical environment, doctors want to see the output in a
more visual manner. We proposed two ways to approach this: masking and recoloring.
Masking implies making an image to be superimposed to the original, allowing to see
both images at the same time. Recoloring is similar to the mask but applied directly to
the image. Both methods were very similar but imply different results. For this study,
we chose recolor, because it allowed us to have only one image at the output and not
carrying both.

4. Results & Lessons Learned

In the training phase, we run our two neural network models with random rotations and
flips, a learning rate of 0.001, and 0.9 as momentum. All values initialized with Xavier
average at 1. The LeNet based network was run for a total of 100 epochs with 8 images
per batch. And Inception V3 for 15 epochs with 16 images per batch.

During this work, obtaining data was a very complex task, and we ended using 21
prostate biopsies (391,174 tiles). From that, 17 was for training (302,186 tiles), and after
cleaning and data normalization, we ended with 11,552 tiles. These numbers could seem
quite large, but they are from 17 biopsies. Therefore, in Figure 4, we can observe that
LeNet network is overfitted by the small input data.

In the testing phase, we used 4 biopsies (88,988 tiles), and after cleaning and data
normalization, we ended with 7,954 tiles. We achieved an AUC of 82% using Inception
V3, and an AUC of 65% in our small network. We show an example tissue, the ground
truth by pathologists, and the result obtained from the network reconstructed (Figure 5).

Regarding to Table 1 and Figure 5, our small network was able to address a little
about the recognition of tumorous tiles in a prostate biopsy in a reasonable time. Also the
inference of a new biopsy is really fast. On the other hand, Inception V3 takes the double
of time making only 15% of epochs, but achieving better results. The main problem was
the shortage of the data, because our data did not gather all kind of tumorous biopsies.
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Figure 5. Obtained Results: a: Example Tissue, b: Ground Truth, ¢: Output Image. ROC Curves with AUC
value (d: for own LeNet based network, e: Inception V3).
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Table 1. Execution Times: a: Times for common processing tasks in both networks. b: Time for each network
phase.

From all experiences we collected throughout this experiment, we would like to
show the main lessons we have learned:

e The importance of preprocessing: We started using the raw image and quickly
we found that image dimensions and image size were a problem. With the tiling
we realized that the network was not able to learn anything, excluding distin-
guish background from the tissue. Only after making at least one preprocessing
technique, we started to get some acceptable results.

o Quantity and quality of the data: Neural networks need a lot of data, not all
fields of study have data available, and can take too much time to generate them.
But letting this aside, the data have to be good data. We need a good sample from
all possible values to get good results.

e Neural network architecture: There are a lot of pre-made neural networks ready
to be trained. We started with a basic convolutional neural network, although soon
we tested a more complex neural network. The complex configuration obtained
better results, although this made the training phase slower and more memory
bound limited.
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e Postprocessing may be critical in some cases: In real-world applications, the
output needs to be understandable. Moreover, in the medical field is mandatory
to visualize the output so doctors can check the works done by the deep learning
algorithms. Therefore, in this sector is important both to obtain a good accuracy
and to properly show the output in a clear and user-friendly way.

e HPC requirements: The training phase is very expensive in computational
power, due to tthe many calculations made to crunch the big data used. It is really
easy to have memory boundary problems when working with neural networks.
Machines with a reasonable amount of memory and high performance computing
help to reduce this phase from months to only some hours.

5. Conclusions & Future Work

In this paper, we have exposed the common problems found when developing a neural
network for the first time for a medical case. Starting from the raw data, it is a challenging
problem the selection of which kind of data choose and how organize it. Also, there are
many parameters to be tuned to start learning patterns from the input. Besides, output
format can be relevant and may incur a complex step.

As developing a neural network is a very complex task, we have attempted with this
work to show our errors and problems on it to help newcomers. We have concluded that
preprocessing and the quantity and quality of the data are very important when look-
ing for good accuracy. Also, our small neural network was outperformed by Inception
V3, showing us that the prostate cancer detection could be very complex for our simple
network.

Further research could be conducted in various directions. The problem exposed to
the neural network may reach a better accuracy obtaining more data and more precise
labeling. Also, a more refined neural network and preprocessing steps could help. Ad-
ditionally, preprocessing and postprocessing techniques could be improved to take less
time and get near instant results.
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